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Reliable Identification of Bounded-length Viruses
IS NP-complete

Diomidis Spinellis, Member, IEEE

Abstract—A virus is a program that replicates itself by copying

A number of virus prevention and detection methods have

its code into other files. A common virus protection mechanism in-  been proposed and are commonly implemented [5], [6]. Ref-

volves scanning files to detect code patterns of known viruses. We

prove that the problem of reliably identifying a bounded-length
mutating virus is NP-complete by showing that a virus detector for
a certain virus strain can be used to solve the satisfiability prob-
lem. The implication of this resultis that virus identification meth-
ods will be facing increasing strain as virus mutation and hosting
strategies mature, and that different protection methods should be
developed and employed! 2

Index Terms—buffer-overflow, complexity, detection, identifica-
tion, mutation, NP-complete, security, virus

|. INTRODUCTION

NE often-used defence against computer virusesisthe ex-

ecution of an anti-virus program that detects and cleans
programs that appear to be infected. Virus writers respond to
this defence by trying to thwart anti-virus software through
targeted attacks, mutations, or social engineering. Mutating
viruses are a particularly insidious threat, because detection al-
gorithms need to be constantly updated and to spend increasing
processing time to identify new mutation types. The question
of whether complexity theory is on the side of virus writers
or the protection vendors could have important practical impli-
cations. In this paper we will prove that there exist realistic
viruses whose reliable detection is of NP-complete complexity
[1] and that therefore the general problem of reliable bounded-
length virus identification is NP-compl ete.

Il. VIRAL SOFTWARE

Intentionally created malicious software [2]—often termed
malware—is typically classified into Trojan horses, viruses,
and worms [3]. A Trojan horse is a program that exploits the
rights of its user to perform an action its user does not intend, a
virusis a Trojan horse that replicates itself by copying its code
into other program files [4], while aworm is an independently-
running program that replicates through a network exploiting
security weaknesses to invade other computers.
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erence[7] contains an annotated bibliography of malware anal-
ysis and detection papers. Prevention methods involve limit-
ing the flow of information between programs through the use
of appropriate hardware and software protection domains, cou-
pled with self-defence mechanisms, instrumentation, and fault-
tolerance. Since the above methodswill typically interferewith
many |legitimate operations (such asthe installation of new soft-
ware or the correction of an existing version) they need to be
coordinated through carefully designed and executed security
procedures. Unfortunately current practice in system adminis-
tration often renders these methods useless. A large percent-
age of userstypically administer their personal workstationson
their own, in most cases exercising the full rights of the system
administrator, without sufficient training and diligence.

Therefore, as a secondary line of defence, detection mea-
sures are often employed to locate virus instances and infec-
tions. Two often used detection measures involve either the
comparison of the system’s programs against known-good ver-
sions (typically condensed in the form of achecksum or a cryp-
tographically secure signature [8]) or the comparison of files
against patterns of known viruses. Since the first method de-
pends on a known-clean system and can not be used to check
software of unknown origin, the second, scanning, method is
the one most commonly employed. A number of software ven-
dors provide virus-scanning software that can search new and
existing system files for patterns of all known viruses. The ven-
dors regularly distribute updated versions of the virus patterns
to keep the virus detection process up-to-date.

Virus writers however, have developed a series of counter-
measures. Even early academic examples of viral code were
cleverly engineered to hinder the detection of the virus [9].
Since the actual task of writing avirusisrelatively simple [10],
[11] modern virus code focuses on employing platform inde-
pendence, stealth, effective replication, and detection counter-
measures. Three pattern-matching detection countermeasures
typically employed are the encryption of the virus body with
a variable cryptographic key, the polymorphic generation of
the decryption routine using equivalent code instructions, and,
more recently, the metamor phic generation of the whole virus
body through the addition, removal, permutation, and substitu-
tion of code sequences. Viruses that employ these techniques,
such asW32/Simile [12] can be very difficult to identify. In the
following section we establish that reliably detecting instances
of such virusesis a problem of NP-complete complexity.
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I1l. IDENTIFICATION COMPLEXITY

A virusisformally defined [13] by referenceto a Turing Ma-

chine[14]
M : ( SM,IM,OM : SM x Ipg — IM,
NM:SMXIM%SM,DM:SMXIM—)d)
1

with a given set of states Sj,, set of input symbols I,,, and
maps (O, Ny, D)) that, based onits current state s € Sy
and input symbol ¢ € I, coming from a semi-infinite tape,
determine: the output symbol o € I, to write on the tape,
the machine’s next state s’ € Sy, and the tape’'s motion d €
{-1,0,1}.

Given the machine M, a sequence of tape symbolswv : v; €
I can be considered asavirusfor that machineiff, processing
the sequence v at time (sequence point) ¢ impliesthat at afuture
time point ' a sequence v'—not overlapping with v—will exist
on the tape, and that the sequence v’ will have been written by
M at apointt” lying betweent and ¢':

VO VEVS
SM(t) :SMO
Py(t) =3
{Om(t,7)...Oumt,j+v] -1} =wv
o’ 35" 3" " 2
t<t" <t
(e d O+ Jol} = 0
{Onr(#,7) .- Dt 7+ | — )} =/
Part") € {7 .. + ' — 1}

y >>

> > >

where

o t € N stands for the number of times the machine has
performed its basic operation—*move”
o Py(t) € N represents the machine's tape cell position
number at timet¢

o Sur, isthemachine'sinitial state

o On(t,c) € In representsthe content of cell ¢ at timet

Note that in the original seminal reference [13] the above
virus definition appears in the context of a viral set V'S =
(M,V): atuple consisting of a Turing Machine M and a set
of symbol sequences V' : v,v’ € V. From the virus definition
it isclear that the notion of avirusisintimately associated with
its interpretation in a given context—environment. It has been
shown [13] that “any self-replicating tape symbol sequence is
aone element V'S, that there are countably infinite V'.Ss and
non V' S's, that machines exist for which all tape sequences are
viruses and for which no tape sequences are viruses, and that
any finite sequence of tape symbols is a virus with respect to
some machine.” The same reference also provesthat in the gen-
eral case determining whether agiventuple (M, X) : X; € Iy
is viral is an undecidable problem (i.e. that there is no algo-
rithm that can reliably detect all viruses) through a reasoning
similar to that employed to prove the undecidability of the Halt-
ing Problem [14]. Other researchers have shown that there are
also virus types (viruses that evolve to contain an instance of
the virus detection program) that can not be detected by any
error-free algorithm [15].

Asisoftenthe case, current practice differsfromtheory. Typ-
ical pattern based virus detection software scans a (relatively)
known environment (processor architecture and operating sys-
tem) to locate one of several (thousands in practice) a-priori
known viruses. In the following paragraphs we will therefore
establish the complexity of the more restricted problem of lo-
cating an instance of a known finite length virusin a given ex-
ecution environment. For instance, the virus programs we pro-
vide in the appendices are only viral in the context of compi-
lation and execution following the rules of Haskell and ANSI
C/PosIX, respectively.

The complexity of detecting a known fixed virus pattern of
length M in aprogram of length V is harnessed by the Boyer-
Moore string-searching algorithm [16] which never uses more
than N + M steps and under many circumstances (a small
pattern and a large alphabet) can use about N/M steps. Un-
fortunately, as we saw in the previous section, virus writers
are seldom thus accommodating; fixed search patterns are not
any more a viable virus detection method. We will prove that
the problem of reliably identifying a bounded-length mutating
virus is NP-complete. Our proof is based on showing that a
virusdetector D for acertainvirusstrain V' can be used to solve
the satisfiability problem, which is known to be NP-complete
[17]. (This approach works in the same way for any similar
NP-complete problem; the satisfiability of the problem we are
examining is not a special case.)

The virus V' is a mutating self-replicating program. We as-
sume that the virus detector D can reliably determinein p-time
whether a given candidate program C' is a mutation of the virus
V. We will use the virus detector as an oracle for determining
the satisfiability of an V-term boolean formula.S of the follow-

ing type:

S = (xa1,1 \ Tay o \ a3 V.. ) A
(ﬁw%,l \ Las o \ oy 3 V.. ) A

(Tagy ---) A (3)

0 < aj; < N (4)

and thereby show that a P-time reliable virus detector is equiv-
alent to a p-time solution to the satisfiability problem.

We will use the satisfiability formula S to create a virus
archetype A and a possible instance of a virus phenotype P.
Thevirusisatriple

(f,8,0) (5)
where

« fisthevirus processing and replication function

« s isaboolean value indicating whether an instance of the

virus has found a solutionto S

o cisaninteger encoding the candidate values for S

The function f maps a triple (f,s,c) into a new triple
(f,s',c') and is defined as follows:

£, s,¢).(f, sV S,ifc = 2" then celse ¢ + 1) (6)

Each S term z,, is calculated from ¢ through the expression

[Z%J mod 2 = 1 @)
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A new generation of the virusis generated by applying f to the
current generation.
Expressed in words, each new virus generation
1) evaluates S by extracting successive boolean value com-
binationsfrom ¢
2) incrementsc until it reaches2™
3) passestheresult of the S evaluation to the next generation
We can now ask D whether the virus archetype A

(f, False, 0) (€)
will ever result in a virus mutation phenotype P
(f, True,2V) 9)

that is whether one of the virus mutations will satisfy S.

We have thus proven that areliable virus detector D operat-
ing in P-time can be used as a P-time satisfiability oracle and
that therefore reliable virus detection is NP-compl ete.

As an example for the operation of the virus consider the
satisfiability of the formula S

(l‘o \Y 1'1) N —Zo (10)

The virus replication function f—after omitting for simplicity
of expression the conditional, which only serves to limit the
number of virus mutations—will be;

A(f,s,¢).(f,sV (xo Vx1) AT, 0+ 1) (11)
the corresponding archetype A:
(A(f,s,¢).(f,sV (zo Vz1) Ax0,c+ 1),F,0) (12)
and the phenotype P indicating satisfiability:
A(f,s,¢).(f,sV (zo Vz1) A —xg,c+ 1), T,4) (13)

This particular virus will generate a mutation P—and thereby
indicate that S is satisfiable—in four generations through the
following sequence:

ffffA -
FIfA(f,5,0).(f,5V (zo V21) A 20,0+ 1)
(A(f,5,¢).(f,sV S,c+1),F,0) LA
FFFOf,5,0).(f,sVS,c+1),FV (FVF)A-F,0+1)%
FrrO(f,s,0).(f,sVS,c+1),F,1) -

TIX(f,s,¢).(f,sV (zo V x1) A2, + 1)
( (f,s,0).(f;sV S,c+1),F,1)
FFA(f,s,0).(fisV S,e+1 FV(TVF)/\ﬂT 1+1)
)-

),
FIO(f,s,0).(f,sVS,c+1),F,2)
IS, s,0). (f,sV(xOle)/\ﬂa:o,c—l— 1)

1 ==

(M(f,5,0).(f, sV S,c+1),F,2) LA
f( (f,s,0).(f,sVS,c+1),FV(EVT)A-F,2+1) 5
A( )(f,s\/(:vOV:nl)/\ —xg,c+ 1)

()\(f,sc) (f.sV S,c+1),T,3) LA
A(f.s,0).(f,sVS,c+1), TV(TVT)A-T,3+1) 3
(Mf,s,0).(f,sV S,e+1),T,4)=P

(14)

IV. IMPLICATIONS

The creation of metamorphic viruses is a relatively recent
phenomenon that places a considerable threat on our informa-
tion system infrastructures. From a theoretical point of view,
theviruses bear remarkable similaritiesto the viruswe have ex-
amined and the examples depicted in this paper’s appendices.
Virus detection programs however need not be 100% correct.
Users can tolerate the (typically remote) possibility of some
“noise”’ (false positives), because in practiceit is quite rare for
anon-viral program to match the detection pattern of a known
virus. As an example, a virus detector that detected this pa-
per’s viruses and also detected as avirus al triplets of the form
(f,s,n) : Vs Vn (even cases where f is a non-satisfiable for-
mula and s is true) would probably be tolerated as a function-
ing “good-enough” virus detector, although strictly speaking it
detects some false positives. Such a virus detector can be im-
plemented to terminate in linear time and is not NP-compl ete.

Thus, given the difference between the theoretically perfect
detection (which is in the general case undecidable, and for
known viruses, as we demonstrated, NP-compl ete) and the prac-
ticaly sufficient identification (which is the basis for a num-
ber of working virus scanner implementations) two questions
arise.

1) How can the notion of “sufficiently good detection” be

formalized in information theory terms?

2) Cantheincreasing ability of metamorphic virusesto mu-
tate move the identification threshold currently used by
virus detection programs to the point where either nu-
merous legitimate data sequences are falsely detected as
viruses, or real virusesfail to be detected?

An interesting phenomenon affecting the above topics con-
cernsthe currently permeable boundary between code and data.
Buffer overflow attacks [18] are based on data that overwritesa
carelessly written program’s return stack address lying at the
end of a data buffer to cause the program to execute part of
that data. Thisrendersall datafiles (documents, images, music,
video—many of them highly compressed) stored on acomputer
potential carriers of viral code and dramatically increases the
data a virus detector has to scan and discriminate. Few viruses
currently propagatethrough buffer overflows; these weaknesses
have traditionally been mainly exploited by worms and Trojan
horses [19]. However, once such viruses are released, the cur-
rent virus detection approach will come under increasing strain,
faced with the short pattern vectors of mutating viruses and or-
ders of magnitude more data to scan; as an example a 18GB
disk filled with mp3 filesis likely to contain any 4-byte (virus)
pattern. In the medium and long term, hardening our security
defences and devel oping software, procedures, and work prac-
tices that will stem the spread of maware seem to be the only
reasonable alternatives.

APPENDIX |
VIRUS CODE IN HASKELL

Thefollowing code defines the virus replication function and
the respective archetype and candidate phenotype, for deter-
mining the satisfiability of the expression

(.TO \Y I3 \Y —|SU4) A (ﬁwl V 565) A (372) (15)
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The satisfiability function candidate values are encoded using
Haskell’s arbitrary precision integers.

nodul e Vi rus where

replicate :: (replicate, Bool, Integer)->
(replicate, Bool, I|nteger)
replicate (v, b, i) = (v, b ||
(((bit Oi) || (bit 3 i) |]

not (bit 41i)) &&
(not (bit 1i) || (bit 5i)) &&
((bit 2i)))
, if i == 64 theni elsei + 1)
-- Extract bit b out of the Integer n
bi t Integer -> Integer -> Bool

bit bn=n"div (2" b) ‘rem 2 ==

vi rus_archetype =
Vi rus_phenotype =

(replicate,
(replicate, True,

Fal se, 0)
64)

APPENDIX |1
VIRUS CODEIN C

The following code is the virus archetype, again for deter-
mining the satisfiability of the expression (15). The satisfia-
bility function candidate values are encoded as elements of the
array Xx.

#i ncl ude <stdio. h>
#i ncl ude <ctype. h>

/* Nunmber of variables to satisfy */
#define N 6

int x[N = {
0o, o, o, 0, 0, O,
H
voi d
advance(voi d)
{
int i, j;
for (i =0; i <N i+4)
if (x[i] ==0) {
for (j =05 j <i; j++)
x[i] = 0;
x[i] = 1;
return;
}
}
voi d
print_vector(FILE *f)
{
int i;
for (i =0; i <N i++4)
fprintf(f, "%, ", x[i] ?'71 "0);
fputc('\n, f);
}
mai n()
{
char buff[1024];
FILE *fi = fopen(__FILE _, "r");

FILE *fo = fopen("new' _ FILE , "w');
it ((x[o] |1
(!x[1] [
fprintf(fo,
advance();
while (fgets(buff, sizeof(buff),
if (isdigit(buff[0]))
print_vector(fo);

x[3] |1 'x[4]) &&
x[5]) && (x[2]))
"/* Satisfied */\n");

fi))

el se
fputs(buff, fo);
fclose(fi); fclose(fo);
system("cc new' _ FILE );
return O;

}

The candidate virus phenotype begins as follows:
/* Satisfied */

[...]

int x[N = {

1, 1, 1, 1, 1, 1,

}
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