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We describe a simulated annealing approach for solving the buffer allocation problem in

reliable production lines. The problem entails the determination of near optimal buffer alloca-

tion plans in large production lines with the objective of maximizing their average throughput.

The latter is calculated utilizing a decomposition method. The allocation plan is calculated

subject to a given amount of total buffer slots in a computationally efficient way.
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1. Introduction and Literature Review

Buffer allocation is a major optimization problem faced by manufacturing systems

designers. It has to do with devising an allocation plan for distributing a certain amount

of buffer space among the intermediate buffers of a production line. This is a very

complex task that must account for the random fluctuations in mean production rates of

the individual workstations of the lines. To solve this problem there is a need of two

different tools. The first is a tool that calculates the performance measure of the line

which has to be optimized (e.g., the average throughput or the mean work-in-process).
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Figure 1. An evaluative model combined with a generative model.

This may be an evaluative method such as simulation, a decomposition method [11,8],

or a traditional Markovian state model in conjunction with an exact numerical algorithm

like [16]. The second tool is a search (generative) method that tries to determine an

optimal or near optimal value for the decision variables, which in our case are the buffer

capacities of the intermediate buffer locations in the line. Examples of such methods

are the classical search methods such as the well-known Hooke-Jeeves method, various

heuristic methods, knowledge based methods, and genetic algorithms.

There are some advantages and disadvantages of the various evaluative methods

used for modelling production lines. For example, simulation can handle production

lines with more realistic processing times but it is a time-consuming method that cannot

be utilized in conjunction with a search method that needs to apply it many times. The

Markovian state model, on the other hand, provides with an exact solution for small

lines (with up to twelve stations), but requires the processing time distribution to be of

phase-type. This is not an overly restrictive assumption, because any distribution with

a rational Laplace transform can be represented by these distributions with any desired

accuracy. The Markovian model has been used to obtain some insights of the problem

under investigation. Finally, the decomposition method, works well for large systems

(with well over than 50 stations), and it is also applicable to exponentially distributed

service times.

As far as the search methods are concerned, the traditional segmentation methods

(such as the well-known Hooke-Jeeves method) fail to provide with an optimal solution

in all cases, whereas, the various heuristic methods reported in the literature have the

advantage of being very fast but are in general inaccurate. Lately, genetic algorithms

have been applied to solve the buffer allocation problem. The accuracy and the efficiency

of these algorithms have to be tested to proceed with an assessment.

Evaluative and generative (optimization) models can be combined in a ‘closed

loop’ configuration by using feedback from an evaluative model to modify the deci-

sion taken by the generative model as illustrated in Figure 1. In this configuration the
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evaluative model is used to obtain the value of the objective function for a set of inputs.

The value of the objective function is then communicated to the generative model which

uses it as an objective criterion in its search for an optimal solution. In the rest of this

paper we will use the formalism to describe a closed loop system using the

generative method and the evaluative method . The generative models that will be

used in this paper are:

CE complete enumeration,

RE reduced enumeration, and

SA simulated annealing.

Furthermore, the evaluative models that will be used:

Exact the exact numerical algorithm [16], and

Deco the decomposition algorithm numbered as A3 in [8].

For a systematic review of the existing literature in the area of evaluative and gener-

ative models of manufacturing systems, the interested reader is addressed, respectively,

to two review papers by [9] and [27] and to the books by [28], [2], [4], [12], [29] and

[1], among others.

Although several researchers have studied the problem of optimizing buffer allo-

cation to maximize the efficiency of a reliable production line, there is no method that

can handle this problem for large production lines, in a computationally efficient way

(see for example, [17], and [18]). These methods are based on comprehensive studies

to characterize the optimal buffer allocation pattern. Authors have provided extensive

numerical results for balanced lines with up to 6 stations and limited results for lines

with up to 9 stations.

Other relevant studies are: [6], who used simulation to investigate the buffer alloca-

tion problem, [30], who studied the buffer allocation problem for unbalanced production

lines, and [32], who presented a heuristic method for determining a near optimal buffer

allocation in production lines. The differentiation of So’s work from the others was

that the objective was to minimize the average work-in-process, provided a minimum

required throughput is attained.

Furthermore, [3] applied genetic algorithms for the buffer allocation in asyn-

chronous assembly systems.

The objective of this paper is to present a search method for solving the buffer

allocation problem in large reliable, balanced and unbalanced, production lines with

computational efficiency. The proposed method is a simulated annealing approach that
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works in close cooperation with a decomposition method as given in [8].

Simulated annealing is an adaptation of the simulation of physical thermodynamic

annealing principles described by [26] to the combinatorial optimization problems [22,

5]. Similar to genetic algorithms [19,14] and tabu search techniques [13] it follows the

“local improvement” paradigm for harnessing the exponential complexity of the solution

space.

The algorithm is based on randomization techniques. An overview of algorithms

based on such techniques can be found in [15]. A complete presentation of the method

and its applications can be found in [25] and accessible algorithms for its implementa-

tion are presented by [7,31]. A critical evaluation of different approaches to annealing

schedules and other method optimizations are given by [21].

As a tool for operational research simulated annealing is presented by [10], while

[24] provide a complete survey of simulated annealing applications to operations re-

search problems.

This paper is organized as follows. Section 2 states the problem and the assump-

tions of the model, whereas, section 3 describes the proposed simulated annealing ap-

proach. In section 4, we provide numerical results obtained from the algorithm. Finally,

section 5 concludes the paper and suggests some future research directions.

2. Assumptions of the Model and the Buffer Allocation Problem

In asynchronous production lines, each part enters the system from the first station,

passes in order from all stations and the intermediate buffer locations and exits the line

from the last station. The flow of the parts works as follows: in case a station has

completed its processing and the next buffer has space available, the processed part is

passed on. Then, the station starts processing a new part that is taken from its input

buffer. In case the buffer has no parts, the station remains empty until a new part is

placed in the buffer. This type of line is subject to manufacturing blocking (or blocking

after service) and starving.

Assumptions of the model: It is assumed that the first station is never starved

and the last station is never blocked. The processing (service) times at each station

are assumed to be independent random variables following the exponential distribution,

with mean service rates, , . In our model, the stations of the line are

assumed to be perfectly reliable, that is, breakdowns are not allowed.

The exponentiality of the processing times as well as the absolute reliability of the

line’s workstations are rather unrealistic assumptions. However, the service completion
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Figure 2. A -station production line with intermediate buffers

times can be exponential or can be approximated by an exponential distribution. The

variability in completion times may be attributed to failures and repairs which implicitly

exist in the problem at hand. Following this view, the proposed model may be applied

to any unreliable production line under the exponentiality assumptions for the service

completion times.

Figure 2 depicts a -station line that has intermediate locations for buffers,

labelled .

The basic performance measures in the analysis of production lines are the av-

erage throughput (or mean production rate) and the average work-in-process (WIP) or

equivalently the average production (sojourn) time.

The object of the present work is the buffering of asynchronous, reliable production

lines with the assumptions given above. The objective is the maximization of the line’s

throughput, subject to a given total buffer space.

The buffer allocation problem: In mathematical terms, our problem can be stated

as follows:

P Find so as to

(1)

subject to:

(2)

where: is a fixed nonnegative integer, denoting the total buffer space available

in the production line.
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is the ‘buffer vector’, i.e., a vector with elements the buffer

capacities of the buffers.

, denotes the average throughput of the -station line. This is a function of the

mean service rates of the stations, , of the coefficients of

variation, , of the service times and the buffer capacities, .

Methodology of investigation: To solve the optimal buffer allocation problem (P),

we have performed the following steps:

S1 We utilized the decomposition method given by [8], as an evaluative tool, to deter-

mine the mean throughput of the lines. The algorithm computes approximately the

throughput for any -station line with finite intermediate buffers and exponentially

distributed processing times.

The number of feasible allocations of buffer slots among the intermediate

buffer locations increases dramatically with and and is given by the formula:

(3)

S2 To find the buffer allocation that maximizes the throughput of the line, we utilized

the simulated annealing method specifically adapted for solving this problem. Our

approach is described in detail in the following section.

3. The Simulated Annealing Approach

Simulated annealing is an optimization method suitable for combinatorial mini-

mization problems. Such problems exhibit a discrete, factorially large configuration

space. In common with all paradigms based on “local improvements” the simulated an-

nealing method starts with a non-optimal initial configuration (which may be chosen at

random) and works on improving it by selecting a new configuration using a suitable

mechanism (at random in the simulated annealing case) and calculating the correspond-

ing cost differential ( ). If the cost is reduced, then the new configuration is ac-

cepted and the process repeats until a termination criterion is satisfied. Unfortunately,

such methods can become “trapped” in a local optimum that is far from the global opti-

mum. Simulated annealing avoids this problem by allowing “uphill” moves based on a

model of the annealing process in the physical world.

Matter can be brought into a low-temperature ground state by careful annealing.

First the substance is melted, then it is gradually cooled with a lot of time spent at tem-
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Figure 3. Probability distribution of energy states according to temperature.

peratures near the freezing point. If this procedure is not followed the resulting substance

may form a glass with not crystalline order and only metastable, locally optimal struc-

tures [22]. During the cooling process the system can escape local minima by moving to

a thermal equilibrium of a higher energy potential based on the probabilistic distribution

of entropy

(4)

where is Boltzmann’s constant and the probability that the system will exist in the

state it is in relative to all possible states it could be in. Thus given entropy’s relation to

energy and temperature

(5)

we arrive at the probabilistic expression of energy distribution for a temperature

(6)

This so-called Boltzmann probability distribution is illustrated in Figure 3. The proba-

bilistic “uphill” energy movement that is made possible avoids the entrapment in a local

minimum and can provide a globally optimal solution.

The application of the annealing optimization method to other processes works by

repeatedly changing the problem configuration and gradually lowering the temperature

until a minimum is reached.

The correspondence between annealing in the physical world and simulated an-

nealing as used for optimal buffer allocation is outlined in Table 1. The algorithm used

for the production line buffer allocation is given in Figure 4.
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Physical World OBA Simulated Annealing

Atom placement Line configuration

Random atom movements Buffer space movement

Energy Throughput

Energy differential Configuration throughput differential

Energy state probability distribution Changes according to the Metropolis criterion,

, implementing the

Boltzmann probability distribution.

Temperature Variable for establishing configuration acceptance ter-

mination

Table 1

Correspondence between annealing in the physical world and simulated annealing used for optimal buffer

allocation.

4. Numerical Results

In order to evaluate the applicability of the simulated annealing method to the

buffer allocation problem we designed and implemented a system to calculate the opti-

mum buffer configuration for a given reliable production line using a simulated anneal-

ing algorithm. The system takes as input:

the number of stations in the production line, ,

the available buffer space, , and

the station mean service rates, , .

Based on the above input, the system calculates the buffer allocations

for the maximal line throughput. Furthermore, the system is instrumented to provide as

part of the solution the throughput of the suggested configuration, as well as the number

of different configurations that were tried. The line throughput is used to evaluate the

quality of the suggested configuration when compared with the throughput calculated by

other methods. The number of different configurations tried, is used as an objective per-

formance criterion, because the configuration evaluation step is the dominant execution

time factor and the basic building block of all optimization methods.

The system is based on the simulated annealing algorithm as described in [31].

The authors do not clarify that, strictly described, their implementation is a simulated

quenching [21] algorithm as it uses an exponential cooling schedule. Our implementa-
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1. Set initial line configuration. Set , set

.

2. Set initial temperature . Set .

3. Initialize step and success count. Set , set .

4. Create new line with a random redistribution of buffer space. Move space

from a source buffer to a destination buffer : set , set

, set , set

, set , set .

5. Calculate energy differential. Set .

6. Decide acceptance of new configuration. Accept all new configurations that are

more efficient and, following the Boltzmann probability distribution, some that are

less efficient: if or , set , set

.

7. Repeat for current temperature . Set . If ,

go to step 4.

8. Lower the annealing temperature. Set ( ).

9. Check if progress has been made. If , go to step 3; otherwise the algorithm

terminates.

Figure 4. Simulated annealing algorithm for distributing buffer space in a -station line.

tion, for efficiency reasons, uses the same exponential cooling schedule namely:

(7)

instead of the standard logarithmic schedule consistent with the Boltzmann algorithm

(8)

The random floating point numbers used for selecting energy differentials

based on the annealing temperature are produced using the substractive



382 D. D. Spinellis, C. T. Papadopoulos / Simulated Annealing for Buffer Allocation

0.4

0.42

0.44

0.46

0.48

0.5

0.52

0.54

0.56

0.58

0.6

0.62

0 2 4 6 8 10 12

Li
ne

 th
ro

ug
hp

ut

Buffer space

Throughput: 9 stations

S(CE, Exact)
S(CE, Deco)
S(SA, Deco)

0.35

0.4

0.45

0.5

0.55

0.6

0.65

0 5 10 15 20 25 30

Li
ne

 th
ro

ug
hp

ut

Buffer space

Throughput: 15 stations

S(RE, Deco)
S(SA, Deco)

Figure 5. Computed throughput of simulated annealing S(SA, Deco) compared with complete enumerations

using the exact S(CE, Exact) and the decomposition evaluative methods S(CE, Deco) for 9 stations (left);

compared with reduced enumeration S(RE, Deco) for 15 stations (right).

method algorithm described in [23]. Finally, the evaluative function that we used for

calculating is based on the decomposition method [8].

In order to evaluate our method’s applicability in selecting line configurations we

run a number of tests on both balanced and unbalanced lines and compared the simulated

annealing results against the results obtained by other methods. For short lines and

limited buffer space a complete enumeration of all configurations provided an accurate

measure when comparing with the simulated annealing results. For larger configurations

we used a reduced enumeration in order to provide the comparative measure.

Reduced enumeration is based on the experimental observation that the absolute

difference of the respective elements of the optimal buffer allocation (OBA) vectors

with and buffer slots is less than or equal to 1:

In this way, we have been able to derive the OBA by induction for any number of

buffer slots that are to be allocated among the buffer locations of the line. The

reduction works as follows: when and are given one needs to determine all the

OBA vectors for and then for by searching only the

values of , and . Furthermore, this reduction starts after a number of

total buffer slots . To quantify the reduction, by applying the improved enumeration it

has been experimentally observed that the number of iterations were reduced by at least

60% for short lines. This reduction accounts for well over 90% for large production lines

(with more than 12 stations). Recall that the number of feasible allocations of buffer
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slots among the intermediate buffer locations increases dramatically with and

and is given by formula (3).

Both methods are subject to the reduced evaluative accuracy of the decomposition

method compared to the Markovian model. In Figure 5 we present the optimum through-

put configurations for balanced lines found using the simulated annealing method against

the throughput found using complete (for 9 stations) and reduced enumeration tech-

niques. It is apparent that the simulated annealing results follow closely the results

obtained by the other methods.
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Figure 6. Simulated annealing with decomposition evaluation S(SA, Deco) (dash ticks) versus complete

enumerated Markovian S(CE, Exact) (dot ticks) throughputs for unbalanced lines with 4–6 stations.

In addition to the balanced line evaluation we compared the simulated annealing

method against unbalanced line enumeration using the Markovian evaluative procedure

for a variety of line sizes, service time configurations, and available buffer space. The

results are summarized using error bars in Figure 6. It is apparent that the simulated

annealing configurations are not always optimal for limited available buffer space, but

they quickly converge on the optimal configurations as buffer space increases. This
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difference can be accounted by the use of the fast decomposition evaluative procedure

used in the similated annealing implementation yielding approximate results against the

use of the Markovian evaluative procedure for the enumeration method yielding exact

results. As the decomposition method is not accurate for small sets of unbalanced lines

this is an expected outcome and could be corrected by using the Markovian evaluation

in the simulated annealing optimization of small unbalanced production lines.
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Figure 7. Performance of simulated annealing S(SA, Deco) compared with complete S(CE, Deco) and

reduced S(RE, Deco) enumerations for 9 stations (left, middle); run for up to 400 stations (right). Note the

scale on the ordinate axis.

Our goal for using the simulated annealing method was to test its applicability

to large production line problems where the cost of other methods was prohibitevely

expensive. As an example the reduced enumeration method when run on a 15 station

line with a buffer capacity of 30 units took more than 10 hours to complete on a 100MHz

processor. As shown in Figure 7 the cost of the simulated annealing method is higher

than the cost of the full and reduced enumeration methods for small lines and buffer

allocations. However, it quickly becomes competitive as the number of stations and the

available buffer size increase. Notice that — in contrast to the other methods — the

simulated annealing cost does not increase together with the available buffer space and

that it increases only linearly with the number of stations. The results we obtained could

not be verified, because no other numerical results for the buffer allocation problem in

large production lines can be found in the open literature.

5. Conclusions and Further Work

The results obtained using the simulated annealing method to the reliable line op-

timal buffer allocation problem are clearly encouraging. The performance and the ac-

curacy of the method, although inferior for optimizing small lines with limited buffer

space, seem to indicate clearly that it becomes the method of choice as the problem size
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increases. These characteristics suggest that the method fits nicely together with the

existing optimization tools satisfying the need for a large production line optimization

tool.

Further investigation is needed in order to fully evaluate the method’s potential.

The annealing schedule that we used can clearly be optimized potentially increasing

both the method’s accuracy and its performance. Methods such as adaptive simulated

annealing [20] can be tried on the problem set in order to test their applicability. The

use of heuristics in setting up the initial buffer configuration can decrease the number of

steps needed for reaching the optimal. Other evaluative methods such as the Markovian

model can be used in place of the decomposition algorithm for determining the change

differentials. Furthermore, the small nature of changes made to the configuration during

the annealing process could be taken into account for optimizing the evaluative proce-

dure. Finally, we would like to test the method’s potential on similar problems especially

involving parallel station production lines.
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